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Notices

The information contained in this document has been reviewed for accuracy. But it could
include typographical errors or technical inaccuracies. Changes are made to the document
periodically. These changes will be incorporated in new editions of the publication. QSAN
may make improvements or changes in the products. All features, functionality, and product
specifications are subject to change without prior notice or obligation. All statements,
information, and recommendations in this document do not constitute a warranty of any
kind, express or implied.

Any performance data contained herein was determined in a controlled environment.
Therefore, the results obtained in other operating environments may vary significantly.
Some measurements may have been made on development-level systems and there is no
guarantee that these measurements will be the same on generally available systems.
Furthermore, some measurements may have been estimated through extrapolation. Actual
results may vary. Users of this document should verify the applicable data for their specific
environment.

This information contains examples of data and reports used in daily business operations.
To illustrate them as completely as possible, the examples include the names of individuals,
companies, brands, and products.

All of these names are fictitious and any similarity to the names and addresses used by an
actual business enterprise is entirely coincidental.

Notices
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Preface

About This Guide

This best practice document provides technical guidance for optimizing the configuration
and trying to get the best performance of QSAN’s XCubeNAS products in the VMware
virtualization environment, and it is intended for use by system administrators, NAS
designers, storage consultants, or anyone who has purchased these products and is familiar
with server and computer network, network administration, storage system installation and
configuration, network attached storage management, and relevant protocols.

CAUTION:
Do NOT attempt to service, change, disassemble or upgrade the

equipment’s components by yourself. Doing so may violate your warranty
and expose you to electric shock. Refer all servicing to authorized service
personnel. Please always follow the instructions in this owner’s manual.

Technical Support

Do you have any questions or need help troubleshooting a problem? Please contact QSAN
Support, we will reply to you as soon as possible.

*  Viathe Web: http://www.gsan.com/en/contact_support.php
e Via Telephone: +886-2-7720-2118 extension 136
(Service hours: 09:30 - 18:00, Monday - Friday, UTC+8)
*  Via Skype Chat, Skype ID: gsan.support
(Service hours: 09:30 - 02:00, Monday - Friday, UTC+8, Summertime: 09:30 - 01:00)
*  Via Email: support@gsan.com



http://www.qsan.com/en/contact_support.php
mailto:msupport@qsan.com

Information, Tip and Caution

This manual uses the following symbols to draw attention to important safety and
operational information.

INFORMATION:
INFORMATION provides useful knowledge, definition, or terminology for
reference.

TIP:
TIP provides helpful suggestions for performing tasks more effectively.

CAUTION:
CAUTION indicates that failure to take a specified action could result in
damage to the system.

4 © Copyright 2017 QSAN Technology, Inc. All Right Reserved.



1. Test Environment

1.1. Environment

Host: VMware ESXi server 6.x

NICs: VMnic2 (management)
VMnic0/VMnic1 (used for connecting to XCubeNAS)

Storage: QSAN XCubeNAS
Firmware: Vv3.0.0
iSCSI data port: 172.16.135.10/24

172.16.136.10/24

LUN attached: Target0

Host: VMware ESXi server 6.x




1.2.

6

Diagram

1GiSCsl
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2. System Configuration

2.1.  Create iSCSI target and LUN on XCubeNAS

Please follow the attached Tutorial to setup iSCSI target(s) and LUN(s) you need for the
VMware environment. Please be reminded that the Allow multiple sessions from one or
more iSCSI initiators must be checked when creating an iSCSI target on XCubeNAS.

Create a target and map a LUN
Target name Test]
IQN iqn.2004-08.com.gsan:xn ffffffffiscsi.Test]
Enable CHAP
CRC Checksum Header digest Data digest

Allow multiple sessions from one or more iSCSI initiators

Cancel Back Next


https://qsan-my.sharepoint.com/personal/antony_lee_qsantechnology_com/_layouts/15/guestaccess.aspx?docid=15a47591c596f48b9951ab2948257badf&authkey=ASznO3w4ivcvukfxnomumEQ

2.2.

8

Login iSCSI target using software iSCSI initiator on VMware

Users can either use VMware vSphere client or VMware Web client to configure the
software iSCSlI initiator. We are using VMware vSphere client to connect to the ESXi server
directly as an example here.

1. Disk Dr Login the ESXi server from VMware vSphere Client.

vmware

VMware vSphere”
Client

l@ All vSphere features introduced in vSphere 5.5 and beyond are
available only through the vSphere Web Client. The traditional
vSphere Client will continue to operate, supporting the same
feature set as vSphere 5.0,

To directly manage a single host, enter the IP address or host name.
To manage multiple hosts, enter the IP address or name of a
vCenter Server,

IP address /Name:  [192.168.136.190 vl |
User name: |root |
Password: jetee

I Use Windows session credentials

2. In Configuration tab, modify Networking setting to add a VMkernel network (It is the
TCP/IP stack which handles traffic for ESXi server services, such as vMotion, iSCSI, and
NFS).

© Copyright 2017 QSAN Technology, Inc. All Right Reserved.



Getting Started ' Summary ' Virtual Machines ' Resource Allocation ' Performance Users | Events ' Permissions

Refresh | Add Networking..y Prop

Configuration

Hardware View: |vSphere Standard

Networking

Health Status

Processors
Memory TEch: vSwitchd Remove,.. Properties...
Storage Virtual Machine Port Group Physical Adsprers
£ VM Network 0. B vmnic2 1000 Full | 53
Storage Adapters [ |1 virtual machine(s)
Network Adapters WIN2K8R2 s}
Advanced Settings VMkernz! Port
Power Management §71 Management Network 2

vmk0 : 192.168.136.190

[ |

3. Make sure the VMkernel connection is selected.

Connection Type
Networking hardware can be partitioned to accommodate each service that requires connectivity.

Connection Type

— Connection Types

" virtual Machine
Add a labeled network to handle virtual machine network traffic.

* vMkernel

The VMkernel TCP/IP stack handles traffic for the following ESXi services: vSphere vMotion, iSCSI, NFS
and host management.

4. Create the first virtual switch and make sure to choose the right network interface which
is connected to the same network with XCubeNAS.

VMkernel - Network Access
The VMkernel reaches networks through uplink adapters attached to vSphere standard switches.

Connection Type Select which vSphere standard switch will handle the network traffic for this connection. You may also create a new
Network Access vSphere standard switch using the undaimed network adapters listed below.

+

& (Create a vSphere standard switch Speed
Intel Corporation 82574L Gigabit Network Connection

v BB vmnico 1000Ful  None
I~ @ vmnict 1000Ful  None
" use vSwitch0 Speed

Intel Corporation 82572EI Gigabit Ethernet Controller

I~ B vmnic2 1000 Full 192,168.0.1-192, 168.255.254
Preview:
W | Port Physical Adaptars
VMkernel g BB vmnico

< Back Il Next > Cancel
| —
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5. Specify Network Label and setup a proper VMkernel network IP which is used to
connect to the iSCSI data port of XCubeNAS.

VMkernel - Connection Settings

Use network labels to identify VMkernel connections while managing your hosts and datacenters.

|vMkernel-iscst1]

fone @ =

I™ Use this port group for vMotion

[~ Use this port group for Fault Tolerance logging
I~ Use this port group for management traffic

Connection Type Port Group Properties
Network Access
- Connection Settings Network Label:
VLAN ID (Optional):
Preview:
Wkeme! Port

VMkernel-iSCSI1

Physical Adzpters
gg—c B vmnico

< Back | Next > Cancel
VMkernel - IP Connection Settings
Specify VMkernel IP settings
Cennecton Tioe " Obtain IP settings automatically
Network Access & % 3
= Connection Settings ~f* Use the following IP settings:
1P Settings IP Address: 172, 160 . 1364 . NE
Subnet Mask: 2554, 2554 . 2o . i
VMkernel Default Gateway: I
Preview:
VMkemel Port Physical Adapters
VMkernel-iSCSIL Q. B vmnico
172.16.136.1
< Back Next > Cancel

© Copyright 2017 QSAN Technology, Inc. All Right Reserved.



Ready to Complete

6. Check all configurations are correct, and then click Finish button.

Verify that all new and modified vSphere standard switches are configured appropriately.

Connection Type Host networking will incdude the following new and modified standard switches:
Network Access Preview:
+ Connection Settings = o Physical Ada:
Mkemel Port WS Soapuars
=TT VMkernel-iSCSIL Q. B9 vmnico

172.16.136.1

<sak |[ Fmsn |

Cancel

In order to create a multipath 1/0 session to the iSCSI target(s), it's necessary to add
another VMkernel network, and we suggest to add another vSwitch for separating the

network segment and preventing getting user confused

Hardware

Getting Started " Summary (Wirtual Machines, Resource Allocation .| Performance . I UL ERLLN Users | Events | Permissions

Health Status
Processors
Memory

o dapte
Network Adapters
Advanced Settings
Power Management

Refresh

Remove.., Properties..,

Physical Adapters

BH vmnic2 1000 Full 3

Virtual Machine Port Group

£3 VM Network 9.

B | 1 virtual machine(s)
WIN2K8R2 B
VMkemel Port

£3 Management Network g

vmk0 : 192.168.136.190

Software

Licensed Features
Time Configuration
DNS and Routing

Remove.., Properties..,

Standard Switch: vSwitch1

VMkems! Port

£3 VMkernel-iSCSI1

|Add Networking } .

Authentication Services
Virtual Machine Startup/Shutdown
Virtual Machine Swapfile Location

vmk1 : 172.16.136.1

Physical Adapters
gﬁ«- vmnic0 1000 Full |§3

Properties..
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Connection Type
Networking hardware can be partitioned to accommodate each service that requires connectivity.

Connection Type

—Connection Types

© virtual Machine
Add a Iabeled network to handle virtual machine network traffic.

* VMkernel

The VMkernel TCP/IP stack handles traffic for the following ESXi services: vSphere vMotion, iSCSI, NFS,
and host management.

<Back I Next > I Cancel

VMkernel - Network Access
The VMkernel reaches networks through uplink adapters attached to vSphere standard switches.

Connection Type Select which vSphere standard switch will handle the network traffic for this connection. You may also create a new
ml’k Access Sohs {=rd itchusi the. clair d. y L ad, listad bals

* Create a vSphere standard switch Speed Networks
Intel Corporation 82574L Gigabit Network Connection
V B vmnici 1000Ful  None

¢ Use vSwitcho Speed Networks
Intel Corporation 82572EI Gigabit Ethernet Controller
I B vmnic2 1000 Full 192.168.0.1-192.168.255.254

" Use vSwitch1 Speed etworks
Intel Corporation 82574L Gigabit Network Connection
I~ B vmnico 1000Full  None

Preview:

>

VMkems! Port Physical Adapters
VMkernel QB—.- vmnicl

< Back | Next > Cancel

12 © Copyright 2017 QSAN Technology, Inc. All Right Reserved.



-WMkemsl Port
VMkernel-iSCSI2
172.16.135.1

QSAN

13
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Ready to Complete
Verify that all new and modified vSphere standard switches are configured appropriately.

Connection Type Host rking will include the foll new and modified standard switches:
Network Access Preview:
+ Connection Settings Voikiormal Pogé Physical Adapters
Swmmaty VMkernel-iSCSI2 Q. B vmnic1
172.16.135.1

8. In Configuration tab, select Storage Adapters to list all available storage adapters.

<ak [ Fmsh | cance

Getting Started ' Summary ' Virtual Machines ' ResourceAllocation ' Performance JeWIIile[Melbl Users ' Events ' Permissions

Health Status Networking Refresh Add Networking... Propertie

Processors

Mesmory Standard Switch: vSwitchd Remove... Properties...

Storage Virtual Machine Port Group Physical Adspters
»  Networking 3 VM Network . BB vmnic2 1000 Full 3

Storage Adapters B |1 virtual machine(s)

Network Adapters WIN2K8R2 B4

Advanced Settings VMkerns! Port

Power Management

Software

[J Management Network
vmk0 : 192.168.136.190

O

Licensed Features

Time Configuration

DNS and Routing

Authentication Services

Virtual Machine Startup/Shutdown
Virtual Machine Swapfile Location
Security Profile

Host Cache Configuration

System Resource Reservation
Agent VM Settings

Aebrmirril Oottinon

Standard Switch: vSwitch1

VMkeme! Port
§3 VMkernel-iSCSI1
vmk1 : 172.16.136.1

Standard Switch: vSwitch2
VMkeme! Port
£3 VMkernel-iSCSI2
vmk2 : 172.16.135.1

Physical Adapters

Physical Adaprars

Remove... Properties...

BP vmnic0 1000 Full 63

Remove... Properties...

B vmnicl 1000 Full 63

Choose iSCSI Software HBA and click Properties to modify the settings.

14  © Copyright 2017 QSAN Technology, Inc. All Right Reserved.
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Getting Started ' Summary ' Virtual Machines ' Resource Allocation ' Performance & lils[NcldIN  Users  Events = Permissions
Hardware Storage Adapters Add... Remove Refresh Rescan All...
P Device | Type | wwN |
Processors SGIiO re Adapter
ht iSCSI ign.1998-01. -esxi6-4a273%4b:
Memory
.~ ICH10 2 port SATA IDE Controller
Storage
ST & vmhbal Block SCSI
St @ vmhba33 Block SCSI
»_Storage Adapters || ICH10 4 port SATA IDE Controller
Network Adapters Block SCSI
Advanced Settings @ vmhbaz2 Block SCSI
Power Management
Software
Licensed Features
Time Configuration Details
DNS and Routing
Authentication Services v::dl;a&t e e A Properties...
§ 2 i are Adap
Virtual Machine Startup/Shutdow
e fne o iSCSI Name: ign. 1998-01.com.vmware:antony-esxi6-4a27394b
Virtual Machine Swapfile Location iSCSI Alias:
Security Profile Connected Targets: 0 Devices: 0 Paths: 0
Host Cache Configuration .
System Resource Reservation View: [BEviES ﬂl
Agent VM Settings Name | Identifier ¥

Advanced Settings

< 1

In iSCSI initiator Properties, select General tab and click Configure to enable iSCSI

initiator.

Name: ign. 1998-01.com.vmware:antony-esxi6-4a27394b
Alias:
Target discovery methods:  Send Targets, Static Target
Software Initiator Properties
| ’7 Status: Enabled
|
CHAP... Advanced... Configure...
Close I
%

15



10. Next, please add another VMkernel port (default is one only) into the iSCSl initiator, so
that the multipath session can be created smoothly.

(5) iSCSI Initiator (vmhba34) Properties - =2 le= @
Genera| Network Configuration | Dynamic Discovery | Static Discovery |
VMkernel Port Bindings:

Port Group 7| VMkernel Adapter | Port Group Policy | Path Status |

® VMkernel-iSCSI2 (vSwitc... vmk2 @ Compliant <> NotUsed

< [ | »

Add... I Remove
VMkernel Port Binding Details:

Virtual Network Adapter
VMkernel: vmk2
Switch: vSwitch2
Port Group: VMkernel-iSCSI2
Port Group Policy: (V] Compliant
IP Address: 172.16.135.1
Subnet Mask: 255.255.255.0

Physical Network Adapter

I Name: vmnicl
Device: Intel Corporation 82574L Gigabit Network Connection |
Link Status: Connected
Configured Speed: 1000 Mbps (Full Duplex)
o= |
Z)
(%) 8ind with VMkernel Network Adapter ) =] B |

@ Only VMkernel adapters compatible with the iSCSI port binding requirements and available
physical adapters are listed.

If a targeted VMkernel adapter is not listed, go to Host > Configuration > Networking to update

its effective teaming policy.
Select VMkernel adapter to bind with the iSCSI adapter:
Port Group [ VMkernel Adapter [ Physical Adapter l

Management Network (vSwitch0)  vmk0 vmnic2 (1000, Full)
&) VMkernel-i5CSI1 (vSwitch1) vmk1 E@ vmnic0 (1000, Full) I

Network Adapters Details:

Virtual Network Adapter
VMkernel: vmk1
Switch: vSwitchl
Port Group: VMkernel-iSCSI1
IP Address: 172.16.136.1
Subnet Mask: 255.255.255.0

Physical Network Adapter
Name: vmnicQ
Device: Intel Corporation 82574L Gigabit Network Connection
Link Status: Connected
Configured Speed: 1000 Mbps (Full Duplex)

OK I Cancel

16 © Copyright 2017 QSAN Technology, Inc. All Right Reserved.



of XCubeNAS, two paths will be added here.

General | ck Conf | Static Discovery | | 1
Discovered or manualy entered (SCSI targets:
ISCST Server Location | Target Name 1
(%) Add Static Target Server 4
1SCSI Server: [172.16.136.10
Port: [3260
ISCSI Target Name:  [qn. 200408, com.gsan
—parem:

be established with the specified target.

L authentication may need to be configured before a session can

4

General | Network Config |

Descovery Mml
Discovered or manually entered SCSI targets:
(eSS toaton | Twaethune ==
172.16.136.10:3260 1q0.2004-08.com.qsar o

QSAN

11. Go to Static Discovery tab, click Add button to set iSCSI target IP, here is iSCSI data port

17
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12. A Rescan window will pop up after the configuration is finished, click Yes button to
rescan all devices.

i Rescan &J‘

. A rescan of the host bus adapter is rec ded for this confi
A change. Rescan the adapter?

w [T

13. After rescanning, the available LUNs will be listed in the Details column when selecting
the iSCSI software adapter. Although only one LUN is created on XCubeNAS, there are
two different physical paths to the same LUN, therefore the system displays two
different records to the same LUN here.

Getting Started ' Summary ' Virtual Machines . Resource Allocation . Performance . ROGUEMELTLY . Users  Events. ' Permissions

Hardware Storage Adapters Add.., Remove Refresh Ret
Health Status Device | Type TWWN |
Bionsmots iSCSI Software Adapter
s @® vmhba3s iscst iqn.1998-01.com. y-esx6-4a2735%0: |
F ICH10 2 port SATA IDE Controller
Nt © vmhbal Block SCSI

@ vmhba33 Block SCSI
» Storage Adepters ICH10 4 port SATA IDE Controller
Network Adepters @ vmhbao Block SCSt
Advanced Setiings @ vmhbas2 Block SCSt
Power Management

Software
Licensed Festures
Time Configuration ~Details
DNS and Routing
T - e SCS Software Adsper (i
e e e ISCSE Name: ign. 1998-0 1.com. vmware :antony -esxib-4a27394%

Virtual Machine Swapfie Location (SCST Alas:

Security Profiie Connected Targets: 2 Devices: 1 Paths: 2

Host Cache Configuration

System Rescurce Reservaton View: Devices | [Paths -

Agent \M Settngs Runtime Name | Target [N | statis

Advanced Settings [ vmhba34:C1:T2:L0  iqn.2004-08.com.qsat be. 0 @ Active
vmhba34:CO:TO:L0  iqn.2004-08.com.qsar be. 0 @ Active (10)

18 © Copyright 2017 QSAN Technology, Inc. All Right Reserved.



2.3. Add a new storage using the iSCSI LUN

1. The LUN will be used as a virtual disk of the created guest 0S. In Configuration tab,
select Storage and click Add Storage.

Getting Started ' Summary ' Virtual Machines ' Resource Allocation ' Performance FeDULITELIN  Users ' Events ' Permissions

Hardware View: b

Health Status

Processors Identification
Memor:

» Storage
Networking

p——
Refresh  Dele] Add Storage...

rive Type | Capacity | Free ] Type
datastorel Local ATA Disk (t... Non-SD 1.81TB 1.70 TB VMFSS

Storage Adapters
Network Adapters
Advanced Settings

Power Management

Software
| 1

2. Select Disk/LUN, and click Next button.

Select Storage Type
Specify if you want to format a new volume or use a shared folder over the network.

- Disk/LUN - Storage Type

 Disk/LUN
Create a datastore on a Fibre Channel, iSCSI, or local SCSI disk, or mount an existing VMFS volume.

" Network File System
Choose this option if you want to create a Network File System.

[@ Adding a datastore on Fibre Channel or iSCSI will add this datastore to all hosts that have access
to the storage media.

< Back | Next > Cancel

3. Select Qsan iSCSI Disk, and click Next button.



QSAN

4. Enter a name for the new datstore, and click Next button.

20  © Copyright 2017 QSAN Technology, Inc. All Right Reserved.



QSAN

5. Click Next button.

6. Check all settings, then click Finish button.

21
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Ready to Complete
Review the disk layout and dick Finish to add storage
+ DekAUN Disk layout:
Ready to Complete
Device Drive Type Capacty
Qsan ISCSI Disk (n22.2092001378... Non-SSD 293718 0
Location
[vmfs/devices/disks/naa.209200137890be00
Partition Format
GPT
Primary Partitions Capaoty
VMFS (Qsan iSCSI Disk (naa.20920... 29378
Fle system:
Properties
Datastore name: storage
Formatting
Fe system: vmfs-5
Block size: im8

Maximum file size: 20018

<gak [ Foen | coxa |

7. A new storage is added under Datastores of the ESXi server. The ESXi server provides
settings to the multipath 1/0. We can select the iSCSI storage and click Properties to

modify the settings.

Getting Started | Sumemary - Virtusl Machines ' Resource Allocation ' Performance . RELUFERIIN Users.  Events ' Permissions

Hardware View: [Datastores Devices|
i - Refresh Delete  AddStorage... Rescan Al..

| Device | Drive Type | Capadty | Fres | Type | LastU
Local ATA Disk (t... 18178 17078 VMFSS 2015/4

Qsan iSCSt

Health Status

Processors

Memory

» Storage

Netyockong

Storage Adapters
Network Adapters
Advanced Settngs
Power Management

Software
Licensed Features
Trne Configuration

DNS and Routing
Authentication Services | wereres An DANOO

ABITD Famnsite

8. Select Manage Paths button.

22 © Copyright 2017 QSAN Technology, Inc. All Right Reserved.



9.

(&) iSCSI storage on P400Q Properties

- e W -

Volume Properties
~General
Datastore Name:  ISCSI storage

Total Capadity: 29378

Extents

extents, to create a sngle logical volume.

Amﬂuystuncmwulﬂehlddﬁmm or

~Format
Rename... File System: VMFS 5.61
It Maximum Fle Se: 20078
T Block Size: 1mM8
Extent Device

disk described below.

Theenervude:mdmhkﬁrudumthetm«dwsd

Extent Co035ty | | Device
Qs2niSCSIDisk (022.209200137890be00): 29318 Qsan (SCSI Disk (naa, 2090013... 29318
Primary Partitions
1. VMFS 29378
Refresh Manage Paths... I

In Manage Paths window, it will display how many paths connect to this LUN and what
path is active now. The policy is in Fixed mode by default, it can be modified by the drop-

down menu. There are three types available, Fixed, Most Recently Used, and Round

Robin. The difference between Fixed and Most Recently Used is that Fixed will make the
active path to failback once the preferred path is restored from a failure status, but Most

Recently Used policy will keep the active path stay in used. Fixed and Most Recently

Used policies will use only one path to transfer the iSCSI network traffic at the same time,
whereas Round Robin policy will use all available paths to transfer the data. Remember
to click Change button for applying the setting.

23



(2 Qsan i5CS1 Disk
—-m
Path Selection:
Storage Array Type:
~Pathg : .
[Runtime Nome | Torget T Trefered |
vmhba34:C1:T2:L0  iqn.2004-08.com.qsar bellde- 0 @ Active ]
vmhba34:C0:T0:L0  iqn.2004-08.com.qsar 0de- 0 @ Active (1/0)
Name: vmhba34:CLT2:L0
Runtme Name:  vmhba34:C1:T2:0
ISCSI
Adapter: Ign, 1958-01.com, vmware:antony-esxi6-432739%
5CST Alas:
Target: Ign. 2004-08.com.gsantechnology:p400q00090be00:dev 10.ctr2
172.16.135.10:3260

Name: wvmhba34:CL:T2:L0
Runtime Name:  vmhba34:C1:T2:L0

iSCsi
Adapter: ign, 1998-01.com.vmware:antony-£5:06-482739%
ISCST Alas:
Target: ign, 2004-08.com. gsantechnology:p400q-00090be00:dev 10.ctr2

172.16.136.10:3260

24 © Copyright 2017 QSAN Technology, Inc. All Right Reserved.



QSAN

2.4. Add anew HDD to the created guest OS using the added
datastore

1. Now the datastore can be added as a virtual disk of guest OS. Right click on the guest
0S and select Edit Settings.

E 192.168.136.190
® Power >

Guest 2
Snapshot >
Open Console
[ ediesettngs.. |
Add Permission... Ctrl+P

Report Performance...

Rename

Open in New Window... Ctrl+Alt+N

2. In the Hardware tab, click Add button.

@Nmzxsgz - i i =

Hardware | Options | Resources | Virtual Machine Version: 11 /2
™ Show All Devices | Remove |
Hardware | Summary |
M Memory 4096 MB
| cpus 1
& videocard Video card
& VMCI device Deprecated
e SCSI controller 0 LSI Logic SAS
@, cp/ovD drive1 [datastore1] 1S0/7600....
& Hard disk1 Virtual Disk
g Floppy drive 1 Client Device
B Network adapter1 VM Network

3. Select Hard Disk, and click Next button.

25
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(&) Add Hardware

-—L-

Device Type

What sort of device do you wish to add to your virtual machine?

Device Type

Choose the type of device you wish to add.

This device can be added to this Virtual Machine.

< Back I Next > Cancel

4. Choose Create a new virtual disk, and click Next button.

(&) Add Hardware

Select a Disk

Device Type
Select a Disk

A virtual disk is composed of one or more files on the host file system. Together these
files appear as a single hard disk to the guest operating system.

Select the type of disk to use.

i Disk
«

Create a new virtual disk

-

-

Use an existing virtual disk
Reuse a previously configured virtual disk.

Raw Device Mappings

Give your virtual machine direct access to SAN. This option allows you to
use existing SAN commands to manage the storage and continue to
access it using a datastore,

5. Select Specify a datastore or datastore cluster, and click Browse button.

< Back I Next > I Cancel I
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6. Select iSCSI storage, and click OK button.

1.817B 150.90 GB 166TE VMFSS  Supported

7. Leave all settings by default, click Next button.
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8. Check all settings, then click Finish button.

9. Verify that the multipath is working by IOmeter on the created guest OS.
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Topology Disk Targets I Network Targets I Access Specifications ] Results Display | Test Setup ]
— Targets

= E.\ All Managers
=2, WIN-0320MV45C; 0@ c

= Woker B56b9¢c4-sc¢7-

o

i~ Maxtimum Disk Size

11ed-a31 ‘ [ Seotors ‘

0

—Starting Disk Sector -
I3 |
—# of Outstanding [10s ‘

64 per target

—Use Fixed Seed

‘ [ Fixed Seed Value

- TestConnectionRate——————
‘ 1 | _|:| Transactions per conr
~ Write 10 Data Pattern

Repeating bytes v I

[l — |

A =10
lometer 1.1.0
236.48 MBPS (225.52 MiBPS)
All Managers - Total MBs per Second (Decimal)
rs::tngBs per Second (Decimal) | T,ml | ‘

Range |0 [~ Show Trace

10. In this case we used only two iSCSI connections to the iSCSI target on XCubeNAS, so the

maximum throughput we get is expected.

INFORMATION:

If you have installed 10GbE addon card, the maximum performance for a
two-ports 10GbE card is around 2000MB/s, but please be sure that the
installed HDDs are capable of delivering the performance up to
2000MB/s.
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2.5. Logging iSCSI target directly from the guest OS

Users may also login the iSCSI target on XCubeNAS directly from the created guest OS,
however, before you try to do so, please make sure the LUN will only be used by this guest
0S, otherwise you have to confirm that there is LUN masking well-configured on the

XCubeNAS, to prevent any possibility of data inconsistency caused by multiple hosts log in
the same LUN in the same time.

1. Remove the new added Hard disk on the guest OS.

@WINZKBRZ- Machine Propertie

Hardware | options | Resources | Virtual Machine Version: 11 /i,

[T Show:All Devices Add... This dewmsmm f:' c;g:gval from the virtual
Hardware | Summary N T et the removal, dick the Restore button,
MR Memory 4096 MB
i cpus 1 R | Options
Video card Video card R s S
& VMCIdevice Deprecated
@ SCSI controller 0 LSI Logic SAS " Remove from virtual machine and delete files from disk
€5 cD/DVD drive 1 [datastore1] 1S0/7600....
L= Hard disk1 Virtual Disk, 5
B Sresere |
& Foppy drive 1 Tlient Device
B Network adapter1 VM Network

OK Cancel

2. Remove the new added datastore on ESXi server.
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Getting Started ' Summary - Virtual Machines . Res

ource Allocation . Performance Permissions

Hardware View: [Datastores Devices 1 1
Health Status Datastores g = Refresh [ Dot ] Add Storage.
Processors Tdentification ~ | Device | Drive Type | Capacity | Free |
Memor 2 | ATA D o Non- 1668
» Storage 3 ISCSIstorage Qs2n iSCSIDisk (.. Non-SD 29378 | 28978
o,
Storage Adspters Confirm remove datastore
Network Adapters
Advanced Settngs
Power Management Do you want to remove the selected datastore(s)?
This operation will permanently delete all the files associated with the
Software virtusl machines on this datastore.
Licensed Features
Time Configuration 5 lﬁ
DNS and Routing e I o
Authentication Services

3. Log out the iSCSI target(s).

4. Add anew VM port group to each created vSwitch (VMkernel-iSCSI1, iSCSI2).

Hardware

Health Status
Processors

Memory
Storage

Storage Adapters
Network Adapters
Advanced Settings
Power Management

Software

Licensed Features

Time Configuration

DNS and Routing

Authentication Services

Virtual Machine Startup/Shutdown
Virtual Machine Swapfile Location
Security Profile

Host Cache Configuration
System Resource Reservation
Agent VM Settings

Advanced Settings

Getting Started ' Summary ' Virtual Machines

ResourceAllocation ' Performance

Configuration

Users ' Events ' Permissions
Refres

Standard Switch: vSwitch0 Remove... Properties...

Virtuz! Machine Port Group
§3 VM Network

[ |1 virtual machine(s)

Physical Adapters
E® vmnic2 1000 Full 3

£3 Management Network
vmk0 : 192.168.136.190

Standard Switch: vSwitchl Remove...
WMkama! Port Physical Adapters
3 VMkernel-iSCSIL 9. D vmnic0 1000 Full | 52

vmk1 : 172.16.136.1

Standard Switch: vSwitch2 Remove... Properties...

VMkemel Port
{7 VMkemnel-iSCSI2 (X
vmk2 : 172.16.135.1

Physical Adaprars
E® vmnic1 1000 Full 3

AN
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it vswitch 120Ports
© VMkemel-iSCS1  vMotionand IP ...
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Virtual Machines - Connection Settings

Use network labels to identify migration compatible connections common to two or more hosts.

VMkemsl Port
VMkernel-iSCSI1
vmk1 : 172,16.136.1

Connection Type Port Group Properties
Connection Settings
Network Label: fvM Network 2 -iscst1]
VLAN ID (Optional): INone ©) ﬂ
Preview:
Virtual Machinz Port Group Physical Adapters
VM Network 2 - iSCSI1 Q E® vmnico

e

< Back | Next > Cancel

5. And so on for the other vSwitch, there will be another 2 VM port group available for VM

guest OS.

Standard Switch: vSwitch1
VWkems! Port
L3 VMkernel-iSCSI1
vmkl: 172,16.136.1
Virtual Machine Port Group
L3 VM Network 2 - iSCSI1

Standard Switch: vSwitch2

VWkernes! Port
1 VMkernel-iSCSI2

vmk2 : 172.16.135.1

Virtual Machine Port Group
L3 VM Network 3 - iSCSI2

Remove.., Properties..,

Physica! Adaprers
BB vmnic0 1000 Full £3

Remove.., Properties..,

Physical Adaptars

e B vmnicl 1000 Full 3

6. Add 2 more Ethernet NIC to the created guest OS, using the VM port group that was

created.
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" (@ Add Hardware = xS

@; cD/ovD drive 1

& Harddisk1

& Floppydrive1

B Network adapter1
E® New NIC (adding)
BB New NIC (adding)

[datastore1] 1S0/7600....

Virtual Disk

Client Device

VM Network

VM Network 2 - i5CS...
VM Network 3 - iSCS...

Device Type
[ What sort of device do you wish to add to your virtual machine?

Device Type Choose the type of device you wish to add.
i — Information
| This device can be added to this Virtual Machine.
|
)

< Back I Next > Cancel
Z|
h ——
Hardware | Options | Resources | Virtual Machine Version: 11 .

I~ show All Devices Add... I
Hardware ] Summary
R Memory 4096 MB
Id cpus 1
Video card Video card
& VMCI device Deprecated
@© sCslcontroller 0 LSI Logic SAS

OK Cancel

7. Configure the new added 2 NICs on the guest OS, so that the guest OS can ping to iSCSI
data port on the XCubeNAS, and log in the iSCSI target.

8. Verify the performance via IOmeter.
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|o lometer

AR ey e

Ale|®] o |26 u] ¢

Topology

=\ AllManagers
- S WIN-0820MV45C
= Workes 1

Dusk Targets I Network Targets | Access Specifications | Results Display | Test Setup |
Targets

Masamum Disk See

0 Sectors
Starting Dazk Sector

0
# of Outstanding LOs
64 per target
Use Fowd Seed

L Food Seed Yalve

Test Connection Rate

= I _J: Transsctions per connecton
Wite 10 Dats Pattern

. _!J Repeating bytes v I

N

~ Settings

lometer 1.1.0

234.49 MBPS (223.63 MiBPS)

All Managers - Total MBs per Second (Decimal)

Total MBs per Second (Decimal) I

Range {0 [~ Show Trace

- Test Controls

Next >> I

Stop |
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3. Gain the Maximum Performance

3.1. Create multiple iSCSI LUNs and assign to different purpose

Please check the illustration below to realize how the data of a virtualization environment is
recommended to be implemented.

TIP

@ In the example above we separated the data of APP and OS on each VM
to be stored in different LUNs, which gives you a clear idea about how to
create an optimal configuration for virtualization.

It is suggested to have one iSCSI target attached to one LUN to have a
better performance and data flow management.
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3.2.

3.3.

Adjust IOPS value

The default IOPS value (rr_min_io) on an ESXi server when using multipath is 1000, it is
recommended to adjust the value from 1000 to 1 to get the best performance according to
the KB described by VMware:

https://kb.vmware.com/selfservice/microsites/search.do?language=en_US&cmd=displayK
C&externalld=2069356

To adjust the IOPS parameter from the default 1000 to 1, run this command in ESXi 5.x/6.x:

for 1 in ‘esxcfg-scsidevs -c |awk '{print $1}' | grep naa.xxxx ; do esxcli storage
nmp psp roundrobin deviceconfig set --type=iops --iops=1 --device=$i; done

Adjust path selection policy (PSP)

Adjust path select policy for multipath transmission. In the practice, we use Round-Robin to
implement to achieve the best practice. Please refer to the information regarding to PSP:

Round Robin (RR): The VMW_PSP_RR policy uses an automatic path selection, rotating
through all available paths, enabling the distribution of load across the configured paths.

https://kb.vmware.com/selfservice/microsites/search.do?language=en_US&cmd=displayK
C&externalld=1011340
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Support and Other Resources

4.1.

38

Getting Technical Support

After installing your device, locate the serial number on the sticker located on the side of the
chassis and register your product at partner.gsan.com/ (End-User Registration). We
recommend registering your product in QSAN partner website for firmware updates,
document download, and latest news in eDM. To contact QSAN Support, please use the
following information.

1. Viathe Web: http://www.gsan.com/en/contact_support.php
2. Via Telephone: +886-2-7720-2118 extension 136
(Service hours: 09:30 - 18:00, Monday - Friday, UTC+8)
3. Via Skype Chat, Skype ID: gsan.support
(Service hours: 09:30 - 02:00, Monday - Friday, UTC+8, Summertime: 09:30 - 01:00)
4. Via Email: support@gsan.com

Collect Information for Analysis

Product name, model or version, and serial number
Firmware version

Error messages or screenshot images
Product-specific reports and logs

Add-on products or components installed

o ks wbd =

Third-party products or components installed

Information for Technical Support
The following system information is necessary for technical support, please refer to
following for what and where to get the information of your XN3002T model.

If the technical support requests you to download the service log, please navigate to the
QSM Ul > Control Panel > System 2 Maintenance > Import/Export > Export system
diagnosis report, and then click the Export button.
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QSAN

0co <> [alDlc| Control Panel Q @
~ System System Update [ System Recover?' Import / Export

@ General Settings ‘ Import configuration file

lg Network Select configuration file from your system. -

ﬁ Security Import |

@ Connection

Export configuration file

&) Notification
Select the type apa-€Tick ‘Export’ button to export the configafation file

\g
'H} Power ®

prfiguration
- Log T Accounts
% Maintenance ) Configuration and accounts
» Storage ‘ Efo’” |
> File Sharing

Export system diagfiosis report
> Network Service
Click 'Expoggfutton to export the system diagnosis report to your system.

Export |

4.2.

Documentation Feedback

QSAN is committed to providing documentation that meets and exceeds your expectations.
To help us improve the documentation, email any errors, suggestions, or comments to
docsfeedback@qgsan.com.

When submitting your feedback, including the document title, part number, revision, and
publication date located on the front cover of the document.
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Appendix

End-User License Agreement (EULA)
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Please read this document carefully before you use our product or open the package
containing our product.

YOU AGREE TO ACCEPT TERMS OF THIS EULA BY USING OUR PRODUCT, OPENING THE
PACKAGE CONTAINING OUR PRODUCT OR INSTALLING THE SOFTWARE INTO OUR
PRODUCT. IF YOU DO NOT AGREE TO TERMS OF THIS EULA, YOU MAY RETURN THE
PRODUCT TO THE RESELLER WHERE YOU PURCHASED IT FOR A REFUND IN
ACCORDANCE WITH THE RESELLER'S APPLICABLE RETURN POLICY.

General

QSAN Technology, Inc. ("QSAN") is willing to grant you (“User”) a license of software,
firmware and/or other product sold, manufactured or offered by QSAN (“the Product”)
pursuant to this EULA.

License Grant

QSAN grants to User a personal, non-exclusive, non-transferable, non-distributable, non-
assignable, non-sub-licensable license to install and use the Product pursuant to the terms
of this EULA. Any right beyond this EULA will not be granted.

Intellectual Property Right
Intellectual property rights relative to the Product are the property of QSAN or its licensor(s).
User will not acquire any intellectual property by this EULA.

License Limitations

The user may not, and may not authorize or permit any third party to (a) use the Product for
any purpose other than in connection with the Product or in a manner inconsistent with the
design or documentations of the Product; (b) license, distribute, lease, rent, lend, transfer,
assign or otherwise dispose of the Product or use the Product in any commercial hosted or
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service bureau environment; (c) reverse engineer, decompile, disassemble or attempt to
discover the source code for or any trade secrets related to the Product, except and only to
the extent that such activity is expressly permitted by applicable law notwithstanding this
limitation; (d) adapt, modify, alter, translate or create any derivative works of the Licensed
Software; (e) remove, alter or obscure any copyright notice or other proprietary rights notice
on the Product; or (f) circumvent or attempt to circumvent any methods employed by QSAN
to control access to the components, features or functions of the Product.

Disclaimer

QSAN DISCLAIMS ALL WARRANTIES OF PRODUCT, INCLUDING BUT NOT LIMITED TO ANY
MERCHANTABILITY, FITNESS FOR A PARTICULAR PURPOSE, WORKMANLIKE EFFORT,
TITLE, AND NON-INFRINGEMENT. ALL PRODUCTS ARE PROVIDE “AS IS” WITHOUT
WARRANTY OF ANY KIND. QSAN MAKES NO WARRANTY THAT THE PRODUCT WILL BE
FREE OF BUGS, ERRORS, VIRUSES OR OTHER DEFECTS.

IN NO EVENT WILL QSAN BE LIABLE FOR THE COST OF COVER OR FOR ANY DIRECT,
INDIRECT, SPECIAL, PUNITIVE, INCIDENTAL, CONSEQUENTIAL OR SIMILAR DAMAGES OR
LIABILITIES WHATSOEVER (INCLUDING, BUT NOT LIMITED TO LOSS OF DATA,
INFORMATION, REVENUE, PROFIT OR BUSINESS) ARISING OUT OF OR RELATING TO THE
USE OR INABILITY TO USE THE PRODUCT OR OTHERWISE UNDER OR IN CONNECTION
WITH THIS EULA OR THE PRODUCT, WHETHER BASED ON CONTRACT, TORT (INCLUDING
NEGLIGENCE), STRICT LIABILITY OR OTHER THEORY EVEN IF QSAN HAS BEEN ADVISED
OF THE POSSIBILITY OF SUCH DAMAGES.

Limitation of Liability

IN ANY CASE, QSAN'’S LIABILITY ARISING OUT OF OR IN CONNECTION WITH THIS EULA OR
THE PRODUCT WILL BE LIMITED TO THE TOTAL AMOUNT ACTUALLY AND ORIGINALLY
PAID BY CUSTOMER FOR THE PRODUCT. The foregoing Disclaimer and Limitation of
Liability will apply to the maximum extent permitted by applicable law. Some jurisdictions
do not allow the exclusion or limitation of incidental or consequential damages, so the
exclusions and limitations set forth above may not apply.

Termination
If User breaches any of its obligations under this EULA, QSAN may terminate this EULA and
take remedies available to QSAN immediately.
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Miscellaneous

QSAN reserves the right to modify this EULA.

QSAN reserves the right to renew the software or firmware anytime.

QSAN may assign its rights and obligations under this EULA to any third party without
condition.

This EULA will be binding upon and will inure to User’s successors and permitted
assigns.

This EULA shall be governed by and constructed according to the laws of R.0.C. Any
disputes arising from or in connection with this EULA, User agree to submit to the
jurisdiction of Taiwan Shilin district court as first instance trial.
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